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Minitab Guide for 

Hypothesis Testing

Which test?
Tests
1. Chi-squared

2.  t- tests

One Sample t-test

Pooled or two sample t-test

Paired t-test

3. Tests of Proportion

One sample Proportion test

Two sample Proportion test
4. Non Parametric tests

Wilcoxon
Mann Whitney

Kruskal Wallis

Friedman
5. ANOVA

One factor
6.  Using EXCEL for Correlation, Regression and Predictions
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1. Chi-squared Contingency table and test                                                                .     
i. Using raw data

The test uses two columns of nominal values.

Click on 
Stats – Tables- Cross Tabulation.

Select the two columns for Classification variables.

Ensure there is a tick in the Chi Square Analysis box and 

a dot in the Above and expected count  button. Click on OK
The results give a contingency table of observed and expected values, the Chi-squared value, degrees of freedom and p value.

Note: if there are more than 5 cells with an expected value of less than 5 a warning  and no p value will be given. You need to combine some of the rows or columns, that is the variable options, to overcome this. Alternatively you could use Critical value tables to interpret Chi-squared value.
This procedure can be used to reduce raw data to a table with counts and percentages. This is produced by having no tick in the Chi Square Analysis box.

Under Display indicate the information you want.

ii. Using a table of frequencies.

If your data is already in a table, type the information into the datasheet.
Click on 
Stats – Tables- Chi Squared Test.

In Columns containing the table select the columns of frequencies.

Click on OK.

The results give the contingency table with observed and expected values, the Chi-squared values for each cell and the total value. Finally the degrees of freedom and p value allow interpretation.

2. t –tests                                                                                                                       .

2.1 One sample t-test

The data is assumed to have an underlying Normal distribution.

You could check on this by producing a histogram, although how Normal this looks depends not only on the data but on the sample size.

This compares the mean of the sample to a hypothesised value.
The Data is in one column

Select 

Basic stats – 1 sample t-test

Choose the Variable.

Give the Test mean – this is the Null hypothesis value of the variable.

Click on  Options.  Choose the type of Alternative hypothesis – less than, not equal to or greater than. 
Under Graphs, you can choose to have the data displayed as a Histogram or Box Plot. Click on OK.

2.1 Two sample t-test

This tests whether the means of two populations are the same by comparing  sample means. In this case assume that the two samples are independent. 

Select 

Basic stats – 2 sample t-test

The data may be in one of two formats:

i. the sample (or data) in one column and the subscripts (or group) in a second one.

ii. The data in two different columns

Choose the type of Alternative hypothesis – less than, not equal to or greater than.

Under Graphs, you can choose to have the data displayed as a Box Plot. Click on OK.

The results give the mean and standard deviation for each group, the 95% confidence interval of the difference, the T statistic, p value and degrees of freedom.

2.2 Paired t-test

This tests the equality of means of two samples from the same population by calculating the difference in the two readings.

This example uses data of sales before and after an advertising campaign (see MINITAB screen).

Usually the hypothesis is one of no difference (d = 0 or the first mean equals the second mean). The software allows you to set a difference different from 0.

For example, in marketing research, you could test whether advertising has increased sales by £x.

Select 

Basic stats – Paired t-test

The data is in two columns.

It is normal to test that the mean difference is 0, with the alternative hypothesis as not equal to. This is the default value on the test.

Under Graphs, you can choose to have the data displayed as a Box Plot. 

The results give the mean and standard deviation for each group and differences,

the 95% confidence interval of the difference, the T statistic, and the p value.

3. Tests of Proportions                                                                                                 .
Tests of proportion are used to compare proportions or percentages against either a hypothesised value (one- sample test) or comparing two populations (two-sample test)

3.1 One Sample Proportion test.

Click on Stat – Basic Statistics – 1 Proportion
Choose the Samples in Column (Nominal variable)

Under Options, check the test details. The default setting is a Null Hypothesis of        p = 0.5. This should be changed. 
Check the Alternative hypothesis is the one you want.

3.2 Two sample proportion test

Click on  Stat- Basic Statistics – 2 proportion

Samples in One Column. Give the data column (Samples) and the grouping column (subscript).

If you have entered data separately in two columns then fill in the Samples in Different columns.

Under Options check the test details. The default setting is no difference between the two proportions. This may be changed. Check the Alternative hypothesis is the one you want.

4. Non Parametric tests using MINITAB                                                                 .
 The Non parametric tests are found under 

Stat – Nonparametric

The tests operate in the same way as other hypotheses tests  but  you need to ensure the data is entered correctly.

4.1 Wilcoxon (one sample) test

This is equivalent to a paired t-test.

This test only the differences. If you enter the data in two columns, use CALC to find the differences by subtracting C1 – C2 as putting the answers in C3.

The default is no difference: d= 0.  (Note the test uses the median rather than mean).

`
To get the p value you must select the radio button Test Median.

4.2 Mann-Whitney test

This is equivalent to a 2-sample t-test.

The data is put into two columns and these are chosen as Sample1 and Sample2.

4.3 Kruskal-Wallis

This is for 3 or more independent groups.

Data is entered in two columns (even if there are 3 or more groups!)

One column the Factor gives group membership, that is (group)1,2,3,…….

The other column is the Response, that is the data.

4.4 Friedman Test

This is for 3 or more samples that are related, i.e. repeat observations.

There are three columns for entry, which act as an address system. 
The first column gives the group or Block
The second column gives the number or Treatment
Finally, there is the data column (Response)

(the first two can be reversed to test another aspect)
5. ANOVAS                                                                                                                    .
ANOVAs are used for analysing experimental designs with more than two data sets. Data must be Interval or Ratio.
1. One Way ANOVA

This is the equivalent of an Independent t-test for more than 2 samples. There is one hypothesis test performed. Ho : the means for each group are the same (that is  there is no difference between the means).

The data can be entered in two ways.

a. Data  in one column 

Information is in two columns. One column gives the factor or grouping and the other  the data.

Click on   Stats – ANOVA – One Way.
Select the Response (data) column and the Factor (grouping) column.

Click on OK.

Graphs will give a box plot of the data.

The results provide an ANOVA table with the p-value for the hypothesis.

Means and standard deviations for each group and a diagram of the 95%  confidence intervals.
b. Data in several columns.

Click on   Stats – ANOVA – One Way Unstacked.

Select the columns for the Response (data) and click on OK.

6. Using EXCEL for Correlation, Regression and Predictions                                  .
Method 1:

Enter the data in columns A and B.

Move to an empty cell and type in the function you want

For Correlation type         =correl (   EXCEL will then tell you what is needed –in this case highlight the x data, and then y data)

To give the regression line (in form   y = slope (x) + intercept)
For the gradient of the line type    
=slope ( then give y data, x data)

For the slope of the line

=intercept( then give y data, x data)

(The functions are also found under the key  Σ  (EXCEL’s  function facility))
Method 2:

Scatter Plot

EXCEL will plot the data.  Once you have produced the plot, click on any point then right click.. 
A grey box will appear which gives you the option Add Trendline.  Choose the model required. The plot should indicate which is best e.g. Linear or Quadratic (polynomial degree 2). 
Under  Options select Display equation on Chart and Display r2 value on chart.  The regression line and its equation is added.
Forecasting
There are several methods to do this.

For a linear fit:
Type    =FORECAST(      EXCEL will then tell you what is needed…   
x = what is to be forecast, known ys  (output) and known xs ..)
For a non-linear fit: 
you need to type in the formula give in the scatter plot.
e.g. If the equation is y = 5.2x + 21.45  Type in the forecast required (e.g. where x is in cell A20) and to the right type in the formula  e.g. =5.2*A20 + 21.45.

or  y = 3 x2 – 2.4x + 5. Type in the forecast required (e.g. where x is in cell A20) and to the right type in the formula  e.g. = 3*A20*A20 – 2.4* A20 + 5
Worked Examples
1. Proportions

Research is carried out to test if there is a difference in the proportion of male and female car owners. 

18 males and 24 female students are sampled. 12 of the males and 17 of the females replied yes.
Hypotheses:

Ho: prop (M) = prop (F)

H1: prop (m) =/= prop (F)

Data Entry: Using 2 columns. Enter 12 “1”s and 6 “0”s (that is total of 18 entries) in the Male col and 17s “1” and 7 “0”s in the female col.

Test:
Two proportion test. 

Click on Stats- Basic Stats- 2 proportions

Under options check the difference is 0.0 if you are testing for zero difference

And “not equal” for a non directional test.
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Test and CI for Two Proportions: m, f

Success = 1

Variable          X      N  Sample p

m                12     18  0.666667

f                18     24  0.750000

Estimate for p(m) - p(f):  -0.0833333

95% CI for p(m) - p(f):  (-0.361608, 0.194941)

Test for p(m) - p(f) = 0 (vs not = 0):  Z = -0.59  P-Value = 0.557

Results:
The proportions of ownership is males 66.7% and females 75%.

The test gives a p value of 0.557 which is greater than 0.05 so we fail to reject the null hypothesis and conclude there is no difference in ownership between males & females.

Task:
Repeat the test to see if the proportion of females is greater than for males.
You need to change the alternative hypothesis to males “less than” females.

Repeat the test for a sample that gives 11 out of 18 male and 20 out of 24 female drivers. Does it matter if the hypothesis is directional or not?

2. t-test

Data is collected from 15 shoppers selected at random on a Tuesday and Friday evening. Is there a difference? 

If so, what are the possible reasons? 

Comment on the sampling method.

	tues
	20
	25
	32
	18
	20
	30
	24
	15
	32
	28
	40
	32
	20
	10
	35

	fri
	25
	40
	38
	28
	75
	29
	18
	33
	35
	60
	45
	50
	34
	20
	24


Hypotheses:

Ho: time(tues) = time(fri)

H1: time(tues) =/= time(fri)                 (Non-directional)

            Or time(tues) < time(fri)          (Directional)

Data Entry: Enter the data in two columns
Test:

If different customers are sampled then the samples are Independent so use a Two Sample t test. 
Click on Stats- Basic Stats- 2 sample t
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If the same customers are used then the samples are related so use a Paired t test.

Click on Stats- Basic Stats- Paired t

Under Options choose “not equal” for a Non-directional test or “less than” or “greater than” to test if the time spent on Tuesday is less than or more than the time spent on Friday.

Two-Sample T-Test and CI: tues, fri

       N      Mean     StDev   SE Mean

tues  15     25.40      8.25       2.1

fri   15      36.9      15.5       4.0

Difference = mu tues - mu fri

Estimate for difference:  -11.53

95% CI for difference: (-20.95, -2.12)

T-Test of difference = 0 (vs not =): T-Value = -2.55  P-Value = 0.019  DF = 21

Results:

These results are for testing the alternative hypothesis of “No difference”. 

The p value of 0.019 which is less than 0.05, means we can reject Ho at 5% and conclude there is a difference in time customers spend in the supermarket on those two evenings. Note the average time for Tuesday is 25.4 mins but for Friday is 36.9 mins.

Two-Sample T-Test and CI: tues, fri

       N      Mean     StDev   SE Mean

tues  15     25.40      8.25       2.1

fri   15      36.9      15.5       4.0

Difference = mu tues - mu fri

Estimate for difference:  -11.53

95% upper bound for difference: -3.74

T-Test of difference = 0 (vs <): T-Value = -2.55  P-Value = 0.009  DF = 21

If we test that time spent on Tuesday is less than that for Friday, we carry out a directional test. All the results are the same, but the p value has halved. We can reject Ho at 1% since p = 0.009 < 0.01.
Minitab also enables us to test the difference at a particular value. Say we want to test if customers spent 10 mins more shopping on Friday.

Under options change the Test mean to 10.0.
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3. ANOVA
Data is also collected for Saturday. Carry out a test on the three samples.
	sat
	30
	45
	62
	21
	22
	32
	27
	45
	49
	50
	55
	48
	32
	40
	50


Hypothesis:
Ho: There is no difference in time spent on the three days.

H1: At least one of the days is different.

Data Entry:

Data can be entered in different column (unstacked)

Or Col 1 can record the day and Col 2 give the data. (Stacked)

	day
	data

	t
	20

	t
	25

	t
	32

	etc
	etc

	t
	20

	t
	10

	t
	35

	f
	25

	f
	40

	f
	38

	f
	28


A box-plot is useful:
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Results:

One-way ANOVA: tues, fri, sat

Analysis of Variance

Source     DF        SS        MS        F        P

Factor      2      1875       937     6.07    0.005

Error      42      6488       154

Total      44      8363

                                   Individual 95% CIs For Mean

                                   Based on Pooled StDev

Level       N      Mean     StDev  -------+---------+---------+---------

tues       15     25.40      8.25   (-------*-------) 

fri        15     36.93     15.48                 (-------*-------) 

sat        15     40.53     12.48                      (-------*-------) 

                                   -------+---------+---------+---------

Pooled StDev =    12.43                24.0      32.0      40.0
There is a difference in time spent. The test gives a p value of 0.005, so Ho can be rejected at 1% (0.01). 

Comment on the means. Also note the standard deviation.

The graph of the 95% confidence intervals is useful in contrasting the Tuesday results from those of Friday & Saturday.

4. Chi-square test

A group of males and females were asked about violence in films. Is there a gender difference?

	
	object to
	dislike
	no view
	enjoy

	male
	34
	44
	90
	25

	female
	50
	80
	50
	2


Enter the table into Minitab.

Select  Stats- Tables – Chi-squared test
Chi-Square Test: object to, dislike, no view, like

Expected counts are printed below observed counts

      object to  dislike  no view     like    Total

    1       34       44       90       25      193

         43.23    63.82    72.05    13.90

    2       50       80       50        2      182

         40.77    60.18    67.95    13.10

Total       84      124      140       27      375

Chi-Sq =  1.971 +  6.155 +  4.470 +  8.873 +

          2.091 +  6.527 +  4.740 +  9.409 = 44.236

DF = 3, P-Value = 0.000

Ho: There is no relationship between gender and views.

H1: There is a relationship.

Chi-sq value of 44.236 is very high.

This is reflected in a p value of 0.000 
We can reject H0 at 0.1% since p<0.001 and conclude there is a relationship between gender and view.

If you compare the expected and actual values or the chi-squared calculations for each cell, you can identify where the differences are strongest. 
Males are more likely to Like and females to Dislike.
Interval/ ratio


Data


(Normal Distribution)





Nominal or Ordinal Data





Non-Parametric Data





One sample?





Two samples?





Three samples?





Preference or Association/ relationship





Proportions


Data: 0 or 1








Subjective/ Opinion





One sample t test





ANOVA – various models





Row/col: Chi Sq. Goodness of Fit


Table :     Chi Sq. Contingency table





Paired data: Wilcoxon
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Paired Data:  Paired t test


Independent data: 2 sample or pooled t test
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